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Section |1 - Partitioning and Mapping: The Systolic Approach

L oop Partitioning and Mapping (the systolic approach)

Example loop:

for il =11to 4 do

for i2 =11to 3 do
for i3 =11to 3 do
(1 oop body)
end i3

end i2

end il

ds(0,0, 1)

do(1,1,1)

di(1,0,0)

Through alinear transformation T[nxn]:
= %E where TT[1xn] and S[(n-1)=n],
we obtain the array of virtual cells needed to compute the
above (initial) index space.
In other words:
(i2,i3 ) =S(i1,i2,i3) "

i3 ds’ (0,1)  d,7(2 1)
dl,(l!o)
@ Q """""""" Q@ Qo ]
@ C o ]
)i 27

What needed to be done now: cutting the virtual space into clusters and assign each cluster to a different processor
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Section |1 - Partitioning and Mapping: The Systolic Approach

The Partitioning M ethod

Processor Gid

i 37
A
A B
"""""" 1 2
,,,,,,,,, 3 4
C 3,__,_)D
"""" ___
i3
A
A

> |2’

Pl, ,PZ

P3®  @pa

Locally Parallel Globally Sequencial (LPGS)

cardinality of clusters = number of processors

where

P2

> P4

Globally Parallel Locally Sequencial (GPLS)
where
number of clusters = number of processors

> i 27
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Section |1 - Partitioning and Mapping: The Systolic Approach

Cutting the Virtual Index Space: The consequences...

Available Processors: 3 — theVirtual (transformed) Space needs to be cut into 3 parts

FIRST ATTEMPT

Two horizontal lines, paralel to horizontal boundary

i 3° ds"(0,1) d> (2, 1)
A
Processor 3 di"(1.0)
L AIRAI T |
/)""/_)‘ aut Line 2

Processor 2

Processor 1

Result statistics:
> Communication cost =8+ 8 =16
> Processor utilization:

Processor 1: 5 points

Processor 2: 10 points

Processor 3: 5 points

SECOND ATTEMPT

Two lines, parallel to side boundary

i3 dz"(0,1) d, (2, 1)

A ‘Cut Line 1
di"(1,0)

Cut Line 2
/7
.%
7/
>
P1 -7 1 P3
™S S
/ Y
y
// 7
7,
// 4
7 ,
/7 )
i2°
Result statistics:

> Communication cost =10+ 10 =20
> Processor utilization:

Processor 1: 8 points

Processor 2: 8 points

Processor 3: 4 points

v" Differencein communication cost aswell asin processor utilization
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Section |11 - Some Terminology

'h-' stands for n-dimensional

The h-terminology (Part 1/2)

» h-space: the n-dimensiona space that corresponds
to loop's indices (and depth)

For n = 3, a3-dimensiona (index) spaceis
presented

> h-plane: alinear subspace of (n-1)-dimension
(a plane in the 3-dimensional space)

For n = 3, two 2-dimensiona h-planes are presented
here, the one perpendicular to the other
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Section |11 - Some Terminology

The h-terminology (Part 2/2)

> h-line: alinear subspace of (n-2)-dimension
(alinein the 3-dimensional space)

For n = 3, three 1-dimensional h-lines are presented,
each one perpendicular to other two

» h-mesh: amesh (of processors usually) in the (n-1)-
dimensiona space
(an array of cells connected in a mesh topol ogy)

For n = 3, a 3-dimensional mesh (3x2x3) of
processorsis presented

'h-' stands for n-dimensional
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Section 1V - Cuts & Communication Cost between Clusters

Communication Costs between Cluster s (Introduction)

i3°
A
Cut
cost of acut ={ number of transformed dependence vectors that
traverse the cut's h-line } =St Line 2
= { density of dependence vectors} x { length of cut } PE=IEIETI | i 2

M APPING IR AR

, e e e e e =l s R T ait Line 1
cost of amapping =Y { cost values of itsindividual cuts} R e e Quster 1 |

>
o
cost of asinglecut ={ length of thecut } x{ overall density (of all dependence vectors)
at the direction that is perpendicular to the cut }

or:

cost of asingle cut ={ length of thecut } x Y. { density of each dependence vector on the specified direction }
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Section 1V - Cuts & Communication Cost between Clusters

Communication Cost between Clusters (continuing...)

CoOST OF A SINGLE CuT

cost of asingle cut = { length of thecut } x Y. { density of each dependence vector on the specified direction }

cost of asinglecut: ¢ =| DZ‘

o]
where:
* misthe number of distinct dependence vectors, P isthe vector that is perpendicular to the cut,
« d| isasingle transformed dependence vector, HUH is the Euclidean norm of vector U,

* | isthe h-length of the segment of the h-line that corresponds to the cut and is within the bounds of the transformed h-
Space.

CoSsT OF A MAPPING

cost of amapping ={ sum of costs of all cuts that comprise the mapping }

cost of amapping = cost of asinglecut; = N
app g { g l} forev;cutkékliz

cuts

Ip|
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Section V - Main Procedure

The Procedure at a Glance

Al gorithm 1 Al gorithm 4
: - Calculating the length cost
Calculating the binding _
h-lines of the ) of any possible cut

transformed index space (parallel to binding h-lines)

SteP 2
SteP 1
Al gorithm 2
Pre-cal cul ating the cost
of any multiple cut
(part of a mapping) Al gorithm 3
STEP 3 Calculating the cost of
any mapping
STEP 4
Al gorithm 3

Finding the mapping with the lower
communication cost
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Section V - Main Procedure

Analyzing the Procedur e (Part 1/4)

Ai3
For il =1to0 4 do I S
for i2 =1to 3 do ‘ B G S
for i3 =1to 3 do 3_< e '
(1'0op body) T e
end i2 2 e | -
end il <
=l
1
e

Boundary pointsin
n-dimensional index space

>
>

Find transformed
points and calculate
the convex hull of

Algorithm1

Calculate the binding h-
lines of the transformed
index space

Determining possible
cut directions

€3 &y

them;

&2

from the convex

hull boundaries,

calculate virtua ®
space's binding h-

€1

lines. 2

A SYSTOLIC APPROACH TO LOOP PARTITIONING AND MAPPING INTO FIXED SIZE DISTRIBUTED MEMORY ARCHITECTURES

11/20



Section V - Main Procedure

Analyzing the Procedur e (Part 2/4) Al gorithm 4

Calculate the length cost of
any possible cut
(parallel to binding h-lines)

|mplemented by function cutArea():

cutArea(i, P, P2, ---» Pos K 71, Bi )

cutArea(3, p1, P2, P3, 1, 3, B3, 1)

i37 cutArea(3, p1, P2 Pa» 2, 73, B3y 1) Processor Grid

; : | wo=4
— Q@ @@
i . €2 & A °
i i o

o @ ° °

! X o L °

o |

rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr 0\‘ - ° o i@ o 4
E6 P2 . '

! | !

,,,,,,,,,,,,, Y 4 P e o | @ Vectors perpendicular to
s L ; binding h-lines
—> . |

rrrrrrrrrrrrr T S o \pA s
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Section V - Main Procedure

Analyzing the Procedur e (Part 3a/4) Al gorithm 2

Pre-calculate the cost of
A. Evaluate depCost;, which is the overall dependence vector density along direction of any multiple cut
binding h-line pair i. (part of amapping)
B. Call severa times cutArea() function with properly specified parameters:
» for all pairs of binding h-lines @ What we do in this step

» for all combinations of processor-grid arrangement  (2) We computes multiple-cut cost

for every multiple-cut possible
(by lines parallel to binding h-lines)

mcCosts ; = depCosts x { cutArea(3, p1, P2, Par 1, y3, B3, y1) + cutArea(3, p1, p2, P, 2, 73, fa, w1)}

i g~ CUtArea(3, py, p2 pa, 173 fa 1)

A cutArea(3, py, P2, Ps: 2, 73 fa, v1) mcCost; , = depCosty x { cutArea(1, py, Pz, Pa, 1, 71, f1, w2) +
; i CUtArea(li P1 P2, P3s 2= ylvﬂli WZ) +
€3 €5 cutArea(1, pa, P2, Pz, 3, 71, 1, w2)}
(| ? T i e -2 Processor Gid
. - - )y i CUtArea(l! p11 p21 p31 3! 71 ﬂl! V/Z) * T = [3, 4]
[ i T
I : ! e, CUtArea(l, P1, P2; Pas 2= Y1 ,611 I/IZ) [ ] ° ® Y= 3
e Y * —
° ° 9 | ° ° ° I o 1
' - .}
. ° ! ° i CUtArea(l, P1, P2, P3s 11 Y1 ﬁl! WZ) o ® ®
t I i y Vectors perpendicular to
; binding h-lines
IR & P2 p,g
P1 T \
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Section V - Main Procedure

Analyzing the Procedur e (Part 3b/4)

CLUSTERING #1

Al gorithm 2

Pre-caculate the cost of
any multiple cut

(part of a mapping)

Cutting lines: a. paralle to binding h-line pairs 3 (lines &s and &g) and 1 (lines &, and &) and
b.using three processors along first pair (grid 1% dimension) and four processors aong second pair.

CUtAl’ea(S, P1, P2, Pa; 11 V3 ﬂ?n llll)

i 3° CutArea(3, p1, P2, P3r 2, 3, Ba W) T =
ﬁ Y1
£3 &5 )
&2 7 i N
Vat ¢ b I NN i
; - cutArea(1, p1, P2, Pa, 3, 71, P, Wa)
7
i | CutArea(l, p]_, p21 p31 21 yli ﬁll WZ)
° o 1o ° @ ® 9
!
R o ||e ‘ h oS
| I , cutArea(1, py, P2, Pz, 1, y1, Bu, w2)
Q ° . @ ]
'
I 4 1N\
[ ': €1
€6 &4

—> |2’

Processor Gid

\

e *
[3.4
@ @ °
3
4
L @ °

° T———

~_7

Vectors perpendicular to
binding h-lines

SR
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Section V - Main Procedure

Analyzing the Procedur e (Part 3c/4)

CLUSTERING H2

Al gorithm 2

Pre-caculate the cost of
any multiple cut

(part of amapping)

Cutting lines: a. paralle to binding h-line pairs 3 (lines &s and &g) and 1 (lines &, and &) and
b. using four processors aong first pair (grid 2™ dimension) and three processors along second pair.

CUtArea(3, P1; P2, P3, 1’ V3 ﬁ3l WZ)

i 3- CUtArea(3, p1, P2, P3; 2, ¥3, B3, )
E n= [3, 4]
ﬁ | cutArea(3, py, P2, Pa, 3, V3 B3 Wo)
| | =3
E €3 i &5 =4
e I E | Q o | : | ‘ --------------- .—l &7
o eile—eflie ¢
iy I - cutArea(1, py, P2, P, 2, Y1, P, W)
o I e © I ° @ | ° °
| | .
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Section V - Main Procedure

Analyzing the Procedur e (Part 4/4)

For any valid mapping, find the mapping cost, by summing all multiple-cut costs
that comprise the mapping and keep track of the lower cost.

M apping #1 ||

cost = mcCost;, + mcCost 3
cost = depCosts x { cutArea(3, ..., 1, ..., o) + cutArea(3, ..., 2,

cutArea(3, ..., 3, ..., y2)} +
depCost; x { cutArea(l, ..., 1, ..., 1) + cutArea(l, ..., 2, ..., y1)}

cutArea(3, p1, P2 Pa» 1, 73 far w2)

i3 CUtArea(3, py, P2, Pas 2, Y3 B3, W)
A CUtArea(3, py, Pz, Ps: 3, 73 B3, v2)
€3 &5
-
I .
. |
! | .
i . ! cutArea(l, py, P2, Par 2, Y1, B, 1)
I S SGN| I 1o > | | - s
| | .
. ] |
* i i .
| . . |
1 1 cutArea(1, ps, P2, Ps, 1, 1, Bu, 1)
| |
I I
: 5 -t
&6 £,

> | 2°

ey V/Z) +

|| Mapping #2 ||

Al gorithm 3

Calculate the cost of
any mapping

and

Find the mapping with the
lower communication cost

cost = mcCostz ; + mcCost; ,

cost = depCosts x { cutArea(3, ..., 1, ..., y1) + cutArea(3, ..., 2, ..., y1)} +

depCost; x { cutArea(l, ..., 1, ..., yo) + cutArea(l, ..., 2, ..., y2) +

cutArea(l, ..., 3, ..., y2)}

cutArea(3, p1, P2 P, 1, 73, fa, 1)

i3
A cutAre§\(3, P1, P2 P3, 2, V3, 3, Y1)
&3 ; €5
“
‘ ! CutAr%(ly ply p2| p3! 3! 1 ﬂl! WZ)
o s
. : cutArea(l, py, P2, Pa, 2, 71, fu, ¥2)
I -
o L . I1®
I -
. |
° o e | e e
- . l
| 1 CUtArea(lr plv p21 p3v lv 71 ﬂl! Wz)
| o
le
| €1
&6 &y
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Section VI - A Clarification

I nductive Definition of h-length

Al gorithm5

Polygon triangulation to calculateits area

For n = 3, use Euclidean distance
Forn>3:
» exclude one point u arbitrarily

> usethe same algorithm to calculate the h-length | * of the h-line segment that is defined by the remaining n-1 points, in
an h-space of dimension n-2

» find the projection u” of u on the h-plane defined by the remaining n-1 points
» calculate the Euclidean distance d between u and u’; the result is the product of | and d.
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Section VII - An Example

An Example
f il=1to6d
“for 12 = 1to 4 do 0 1 00 ol
for i3 =1to 3 do _ _
a(il1,i2,i3) = a(i1,i2-1,i3) + a(i1-1,i2,i3) + a(i1,i2,i3-1) D_% 0 OD T_%
end i3
end i2 @ 0 15 @
end il

PR e

Pair2
Pair 1 5
5
Pair3

For this problem, optimal transformation methods for systolic arrays produce matrices:

11 10 11 10 11 10 11 10
lea 1 oD,TZ:@ 1 oD,T3:%) 1 1D,T4:%) 1 o%
M 1 10 M 1 05 D 1 0f M 0 1F

These matricesresult in systolic arrays of 42, 24, 12 and 12 cells respectively.
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Section VIII - Summarization

Summarization

aFOR loop

for il =11to 4 do

for i2 =11to 3 do
for i3 =11to 3 do
(1 oop body)
end i3

end i2

end i1l

i3° ds"(0,1) d, (2, 1)
A
dl/(lv O)
] Q o . o
() o 4 )
)i 27

ds(

0,0,1)
M -

di(1,0,0)

€3

The method
presented:
finds the lower
cost mapping for a
given processor
grid, using cuts
that are paralléel to
virtual space
boundaries

€5

&2

€6

€1

Y
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Section VIII - Future Work

Future Work

a Intra-processor scheduling
Mapping that different points correspond to the same time instance and same processor .

How they are executed?

d’s

B0
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